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1. Oggetto della presente informativa
La presente informativa descrive in modo completo il quadro delle modalità con cui lo Studio utiliz-
za  tecnologie  di  intelligenza  artificiale  (IA) a  supporto  dell’attività  professionale.
Lo scopo è assicurare un livello adeguato di trasparenza, come previsto dalla normativa italiana e 
dalle buone prassi professionali, e chiarire l’ambito, le finalità e le tutele applicate.

2. Principi generali
L’uso dell’IA nello Studio si basa sui seguenti principi:

a) Prevalenza dell’attività umana

L’IA non sostituisce il lavoro dell’avvocato. Gli strumenti sono impiegati solo come ausilio tecnico, 
mentre  valutazioni,  interpretazioni,  scelte  strategiche  e  responsabilità  restano esclusivamente  in 
capo al professionista.

b) Prudenza e controllo

Ogni risultato prodotto da strumenti di IA viene verificato, corretto e validato dal professionista. 
Nessun contenuto generato automaticamente viene utilizzato “così com’è”.

c) Minimizzazione del dato

I dati trattati mediante IA sono ridotti al minimo necessario e protetti da specifiche cautele tecni-
che e organizzative.

d) Riservatezza e sicurezza

La tutela delle informazioni e la protezione dei dati rimangono prioritarie, secondo quanto previsto 
dal GDPR e dalla normativa nazionale.

e) Trasparenza

Lo Studio comunica in modo chiaro l’utilizzo di strumenti di IA, in conformità alla legge italiana 
sull’intelligenza  artificiale  (art.  13,  comma 2)  e  alle  linee  guida  professionali  europee  (FBE e 
CCBE) .

3. Strumenti di IA utilizzati dallo Studio
Lo Studio può avvalersi dei seguenti strumenti, a seconda delle esigenze operative:

3.1 IA generativa – ChatGPT Business

Lo Studio impiega ChatGPT – versione Business come principale strumento di IA generativa, con 
le seguenti garanzie:

• non utilizza i dati degli utenti per addestrare i modelli;

• non conserva i contenuti immessi per finalità estranee al servizio richiesto;

• adotta protocolli di sicurezza avanzati;



• consente controlli granulari sulle impostazioni di privacy.

3.2 Strumenti di dettatura vocale e trascrizione

Sono utilizzati per semplificare la stesura di documenti interni o per la verbalizzazione di note ope-
rative, con specifici accorgimenti per evitare l’inserimento di dati sensibili inutili.

3.3 Strumenti di ricerca giuridica e non

Lo Studio può utilizzare piattaforme di ricerca che integrano algoritmi di IA per velocizzare l’indi-
viduazione  di  norme,  orientamenti  giurisprudenziali,  dottrina  o  informazioni  contestuali.
In ogni caso, il risultato viene sempre vagliato dal professionista.

3.4 Strumenti gestionali con componenti di IA

Software di gestione documentale, archiviazione, organizzazione interna, calendarizzazione e flussi 
di lavoro possono integrare funzioni IA (es.: classificazione automatica, suggerimenti organizzativi, 
estrazione di dati da documenti).

4. Finalità del trattamento tramite IA
Gli strumenti di IA sono impiegati esclusivamente per attività a supporto del lavoro professionale, 
tra cui:

• predisposizione di bozze preliminari di testi, lettere, note, memo o schemi;

• sintesi di documenti complessi o molto lunghi;

• ricerche di informazioni rilevanti o di contesto;

• riorganizzazione e strutturazione di contenuti;

• ottimizzazione dei flussi interni di studio;

• supporto nella preparazione di materiali informativi.

Non vengono utilizzati strumenti di IA per sostituire il giudizio legale, per prendere decisioni auto-
matizzate o per delegare compiti che richiedono la valutazione del professionista.

5. Trattamento dei dati mediante IA
Il trattamento dei dati tramite strumenti di IA avviene secondo i seguenti criteri:

5.1 Riservatezza

Il  dovere di riservatezza professionale resta integro e immutato. Lo Studio evita,  ove possibile, 
l’inserimento di dati identificativi non necessari e utilizza metodi di anonimizzazione o pseudoni-
mizzazione oppure usa piattaforme conformi al GDPR (General Data Protection Regulation - Rego-
lamento UE 2016/679)



5.2 Sicurezza

Gli strumenti selezionati offrono:

• protocolli di sicurezza avanzati;

• cifratura dei dati in transito e a riposo (quando applicabile);

• controlli di accesso riservati ai soli professionisti autorizzati.

5.3 Non addestramento dei modelli

Gli strumenti utilizzati non impiegano i dati immessi per l’addestramento o il miglioramento dei 
modelli di IA.

Ciò assicura che le informazioni trattate non vengano riutilizzate a fini estranei all’incarico profes-
sionale.

5.4 Minimizzazione

I dati vengono inseriti negli strumenti solo quando strettamente necessario e nella misura minima 
compatibile con l’attività da svolgere.

5.5 Responsabili del trattamento 

Per i dati trattati su ChatGPT Business responsabile del trattamento in conformità del GDPR è Ope-
nAI Ireland Ltd. con sede legale in 1st Floor, The Liffey Trust Centre, 117-126 Sheriff Street Upper,  
Dublin 1, D01 YC43, Irlanda e numero di società 737350 (DPA reperibile qui)

6. Verifica e responsabilità del professionista
L’uso dell’IA non modifica l’assetto delle responsabilità professionali.

Il professionista:

• valuta la pertinenza dell’uso dell’IA caso per caso;

• controlla la qualità, correttezza e affidabilità di qualsiasi contenuto generato;

• integra, modifica o sostituisce i risultati quando necessario;

• garantisce  che ogni  documento utilizzato  nello  svolgimento dell’incarico sia  pienamente 
conforme alla legge e alla deontologia.

In nessun caso l’IA assume un ruolo decisionale autonomo.

7. Trasparenza e quadro normativo
La presente informativa risponde agli obblighi di chiarezza previsti:

• dall’art. 13, comma 2 della legge italiana sull’intelligenza artificiale (LEGGE 23 settem-
bre 2025, n. 132 “Disposizioni e deleghe al Governo in materia di intelligenza artificiale.” in 

https://openai.com/it-IT/business-data/


GU n.223 del 25-9-2025), che impone la comunicazione al cliente dei sistemi di IA utilizzati 
dallo studio ;

• dalla  Linea Guida n. 7 della FBE sulla trasparenza, che incoraggia una comunicazione 
chiara sull’impiego dell’IA ;

• dalle  Linee guida CCBE, che richiedono ai professionisti di informare in modo corretto 
sull’uso dell’IA nei processi legali .

Il responsabile



Extended Information Notice on the Use of Artificial Intelligence Tools within 
the Law Firm  

1. Subject of this Information Notice

This information notice provides a comprehensive description of the manner in which the Firm uses 
artificial intelligence (“AI”) technologies in support of its professional activity.
Its purpose is to ensure an adequate level of transparency, as required by Italian law and by 
professional best practices, and to clarify the scope, purposes and safeguards adopted.

2. General Principles

The use of AI within the Firm is based on the following principles:
a) Primacy of Human Professional Activity
AI does not replace the lawyer’s work. Such tools are used solely as technical support, while 
assessments, interpretations, strategic choices and responsibilities remain exclusively with the 
professional.
b) Prudence and Oversight
Any output produced by AI tools is reviewed, corrected and validated by the professional. No 
automatically generated content is used “as is”.
c) Data Minimisation
Data processed through AI are limited to what is strictly necessary and are protected by specific 
technical and organisational safeguards.
d) Confidentiality and Security
The protection of information and personal data remains a priority, in accordance with the GDPR 
and applicable national legislation.
e) Transparency
The Firm clearly communicates the use of AI tools, in compliance with the Italian law on artificial 
intelligence (Article 13, paragraph 2) and with European professional guidelines (FBE and CCBE).

3. AI Tools Used by the Firm

Depending on operational needs, the Firm may use the following tools:

3.1 Generative AI – ChatGPT Business

The Firm uses ChatGPT – Business version as its primary generative AI tool, with the following 
safeguards:
 it does not use user data to train the models;
 it does not retain the submitted content for purposes unrelated to the requested service;
 it adopts advanced security protocols;
 it allows granular controls over privacy settings.

3.2 Voice Dictation and Transcription Tools

These are used to facilitate the drafting of internal documents or the transcription of operational 
notes, with specific measures aimed at avoiding the input of unnecessary sensitive data.

3.3 Legal and Non-Legal Research Tools

The Firm may use research platforms that integrate AI algorithms to speed up the identification of 
statutory provisions, case law trends, legal scholarship or contextual information.



In any event, the output is always assessed by the professional.

3.4 Management Tools with AI Components

Document management, archiving, internal organisation, calendaring and workflow software may 
incorporate AI functions (e.g., automatic classification, organisational suggestions, extraction of 
data from documents).

4. Purposes of Processing Through AI

AI tools are used exclusively for activities supporting the professional work, including:
 preparation of preliminary drafts of texts, letters, notes, memoranda or outlines;
 summarisation of complex or very lengthy documents;
 research of relevant or contextual information;
 reorganisation and structuring of content;
 optimisation of internal firm workflows;
 support in the preparation of informational materials.

AI tools are not used to replace legal judgment, to make automated decisions, or to delegate tasks 
that require the professional’s assessment.

5. Processing of Data Through AI

Data processing through AI tools is carried out in accordance with the following criteria:

5.1 Confidentiality

The duty of professional secrecy remains intact and unchanged. Where possible, the Firm avoids 
entering unnecessary identifying data and uses anonymisation or pseudonymisation methods, or 
otherwise relies on GDPR-compliant platforms (General Data Protection Regulation – Regulation 
(EU) 2016/679).

5.2 Security

The selected tools provide:
 advanced security protocols;
 encryption of data in transit and at rest (where applicable);
 access controls limited to authorised professionals only.

5.3 No Model Training

The tools used do not employ the submitted data for the training or improvement of AI models.
This ensures that the processed information is not reused for purposes unrelated to the professional 
engagement.

5.4 Data Minimisation

Data are entered into the tools only when strictly necessary and to the minimum extent compatible 
with the activity to be performed.

5.5 Data Processors

With regard to data processed through ChatGPT Business, the data processor pursuant to the GDPR 
is OpenAI Ireland Ltd., with registered office at 1st Floor, The Liffey Trust Centre, 117-126 Sheriff 
Street Upper, Dublin 1, D01 YC43, Ireland, company number 737350 (DPA available here).



6. Professional Review and Responsibility

The use of AI does not alter the allocation of professional responsibilities.
The professional:
 assesses the appropriateness of using AI on a case-by-case basis;
 verifies the quality, accuracy and reliability of any generated content;
 integrates, modifies or replaces the results where necessary;
 ensures that any document used in the performance of the engagement is fully compliant with 

the law and professional rules of conduct.

Under no circumstances does AI assume an autonomous decision-making role.

7. Transparency and Regulatory Framework

This information notice is intended to comply with the clarity obligations provided for by:
 Article 13, paragraph 2 of the Italian law on artificial intelligence (Law No. 132 of 23 

September 2025 “Provisions and Delegations to the Government on Artificial Intelligence”, 
published in the Official Gazette No. 223 of 25 September 2025), which requires the 
communication to the client of the AI systems used by the firm;

 FBE Guideline No. 7 on transparency, which encourages clear communication on the use of AI;
 CCBE guidelines, which require professionals to provide correct information on the use of AI in 

legal processes.

The Controller


